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LLMops (MLops) Pipeline
LLM-Powered Real-Time Translation System

“A scalable multilingual translation system leveraging Kafka, FastAPI, and Hugging Face — achieving real-time, low-latency 
LLM deployment with full observability.”

📢 A Kafka-Driven Pipeline with MLOps Automation
Author: Wonha Shin | University of Rochester
Tools: Kafka • FastAPI • Hugging Face • Docker • Prometheus • Grafana • W&B • AWS EC2

This project presents a real-time multilingual translation pipeline operationalized with LLMOps principles. The system leverages 
Kafka for distributed streaming, FastAPI for real-time translation serving, and Hugging Face’s Helsinki-NLP/opus-mt-es-en model 
for Spanish → English translation. The entire pipeline was deployed on AWS EC2, with containerized monitoring through 
Prometheus + Grafana, and experimental integration with Weights & Biases (W&B) for logging latency and translation quality.

🧩 The goal: achieve low-latency, high-throughput translation while maintaining observability, scalability, and reliability.

🛰️ Kafka for Data Streaming
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Backbone for message ingestion and routing — handles millions of multilingual messages per day with three brokers and ZooKeeper 
for high availability.

🧠 Translation Model (Hugging Face)
Spanish→English translation with Helsinki-NLP/opus-mt-es-en , deployed as a FastAPI microservice for sub-second inference latency.

⚡ API Management (FastAPI)
REST endpoints for real-time translation, seamlessly integrated with Kafka topics for streaming ingestion and output publishing.

📈 Monitoring & Observability
Prometheus + Grafana dashboards for Kafka metrics, latency, and resource utilization.

Early-stage W&B integration for BLEU and drift metrics.

Deliverables
📌 Key Components of the Pipeline
1. Kafka for Data Streaming

Serves as the backbone of message ingestion and routing.

Three brokers + three ZooKeeper nodes ensure fault tolerance and high availability.

Kafka topics are partitioned across brokers to manage:

processed_news_spanish  → incoming RSS data

translated_news_spanish_to_english  → model outputs

final_translations  → enriched, ready-to-serve data

2. Translation Model

Utilized Hugging Face’s Helsinki-NLP/opus-mt-es-en model for Spanish→English translation.

Deployed via FastAPI microservice on an EC2 instance.

Designed for low latency (<1s) and context-preserving translations.

Future versions may include multi-language and adaptive retraining capabilities.

3. API Management (FastAPI)

Handles translation requests and communicates with Kafka topics.

Producer–Consumer architecture:

producer.py  → fetches El País RSS feeds, sends to Kafka.

RealTimeTranslationPipe.java  → processes summaries, sends to FastAPI.

translation_service.py  → performs model inference and publishes results back to Kafka.

Provides REST endpoints for on-demand translation queries.

4. Monitoring and Observability

Prometheus: collected system-level and Kafka metrics (CPU, memory, latency, replication).

Grafana: real-time dashboards visualized:

Kafka cluster health, topic throughput, and JVM memory usage.

Node resource utilization and network performance.

Weights & Biases (W&B):

Attempted integration for latency, BLEU score, and system drift tracking.

Identified challenges in real-time metric alignment → outlined solutions for schema consistency and custom panels.

📌 System Insights & Lessons Learned
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Scalability: The Kafka-based architecture effectively handled high-throughput workloads, highlighting its robustness for real-
time applications.

Integration Challenges & Future Fixes

Scalability: Kafka-based architecture efficiently handled high-throughput multilingual workloads.

Integration Challenges: W&B metric schema mismatch revealed areas for improved real-time alignment.

Final Outputs

Example 1

Producer.py  log output — shows successful ingestion of Spanish RSS articles into Kafka topics ( processed_news_spanish ).

Input (Spanish)

{
  "title": "Josep Borrell será el nuevo presidente del CIDOB",
  "summary": "La elección busca “reforzar el posicionamiento internacional” de este ‘think tank’ barcelo
nés",
  "link": "https://elpais.com/espana/catalunya/2024-12-13/josep-borrell-sera-el-nuevo-presidente-del-
cidob.html",
  "published": "Fri, 13 Dec 2024 12:46:11 GMT"
}

Output (English)
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{
  "title": "Albares asks the Polish Presidency to reactivate the negotiation for the official Catalan, Basque 
and Galician in the EU",
  "summary": "The head of diplomacy Española writes to his homólogo Sikorski in ‘esperas of the Europ
ean semester of Warsaw"
}

Example 2

FastAPI translation response — demonstrates real-time Spanish→English translation using Helsinki-NLP/opus-mt-es-en 
with sub-second latency.

Input (Spanish)

{
  "title": "Chanel ya tiene diseñador: el belga Matthieu Blazy",
  "summary": "Se confirman los rumores: el belga, que ha convertido a Bottega Veneta en una de las fir
mas más aclamadas del panorama, pasa a presumir de uno de los cargos más importantes a los que pu
ede aspirar un diseñador de moda.",
  "published": "Thu, 12 Dec 2024 17:30:33 GMT"
}

Output (English)

{
  "title": "Chanel already has a designer: the Belgian Matthieu Blazy",
  "summary": "The rumors are confirmed: the Belgian, who has turned Bottega Veneta into one of the m
ost acclaimed signatures of the panorama, to boast one of the important charges to which a fashion de
signer can aspire."

Example 3

RealTimeTranslationPipe.java  stream log — confirms end-to-end message flow from Kafka ingestion to translated output 
publishing.

Input (Spanish)

{
  "title": "La IA es una quimera real: puede hacer el mundo radicalmente mejor",
  "summary": "Expertos debaten sobre los posibles impactos de la inteligencia artificial en el futuro del t
rabajo y la educación."
}

Output (English)

{
  "title": "AI is a real chimera: it can make the world radically better",
  "summary": "Experts discuss the potential impacts of artificial intelligence on the future of work and e
ducation."
}
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Monitoring Systems Outputs

Grafana dashboard visualizing Kafka throughput, node 
CPU/memory usage, and topic replication health during 
live translation

JVM Metrics

Kafka Exporter
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Weights & Bias
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Final Outputs
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Summary of translated article payloads emitted to the translated_news_spanish_to_english  topic for downstream analytics.

🧭 Future Work: Integrate adaptive retraining, expand to multilingual (EN–FR–KR), and implement automated W&B drift 
triggers for full LLMOps automation.
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